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Dynamic Imitation Games



Learning Functors
Dataset 

Entire Category

Output 
CategorySampled Functor

Embedding Functor to be learned 

Find the universal property!



Kan Extensions of Functors 

Every concept in category theory can be expressed as a Kan extension!





Monoidal Categories

• Equipped with a product internal bifunctor:


• 


• Identity element 1: 


•  Unit interval [0,1]: closed symmetric monoidal preorder 


• enriched monoidal category: 

⊗ : C × C → C

1 ⊗ c ≃ c ≃ c ⊗ 1

𝒱− a, b ∈ C ⇒ C(a, b) ∈ 𝒱





Sequential Composition

Parallel Composition





Backprop is a 
functor! 





Natural Transformations for Deep Learning
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Permutation-equivariant 
functions 

f(XP) = f(X)P





GAIA: Generative AI Architecture 

Higher-order category theory for  
 Deep Learning!



Simplicial Objects: One stop ML shopping center



Simplicial Category Δ
• Objects: ordinal numbers


• 


• Arrows: 


• 


• 


• All morphisms can be built out of primitive injections/surjections


• 


•

[n] = {0,1,…, n − 1}

f : [m] → [n]

If i ≤ j, then f(i) ≤ f( j)

δi : [n] → [n + 1] : injection skipping i

σi : [n] → [n − 1], surjection repeating i

0

1

2

0

1



Simplicial Sets: Contravariant Functors

δn
i : [n] → [n + 1]

σn
i : [n + 1] → [n]

0 1 2 3

0 1 2 3

Xn : [n] → X : Δop → X



Nerve of a Category

• Recall a category is defined as a collection of objects, and a collection of 
arrows between any pair of objects


• A simplicial set is a contravariant functor mapping the simplicial category 
to the category of sets


• Any category can be mapped onto a simplicial set by constructing its 
nerve


• Intuitively, consider all sequences of composable morphisms of length n! 



Nerve of the Category of Transformers

• Since Transformers define a category over Euclidean spaces of 
permutation-equivariant functions, we can construct its nerve


• Consider all compositions of Transformers building blocks of length n


• This construction maps the category of Transformers into a simplicial set


• It is a full and faithful embedding of Transformers as simplicial sets


• However, simplicial sets cannot be faithfully mapped back to ordinary 
categories



Simplicial Sets vs. Categories
• Any category can be embedded faithfully into a simplicial set using its 

nerve


• The embedding is full and faithful (perfect reconstruction) 


• Unfortunately, the converse is not possible


• Given a simplicial set, the left adjoint functor that maps it into a category 
is lossy! 


• GAIA (in theory!) is more powerful than existing generative AI formalisms



GAIA: Categorical Foundations of Generative AI



Paper online at my


UMass home page


Forthcoming book!



Examples of 

Universal coalgebras



Coalgebras 
generate 

Search Spaces 
  

Coalgebra: X —> F(X) Algebra: F(X) —> X



From Induction to Coinduction

• Machine learning has traditionally been modeled as induction 

• Identification in the limit: Gold, Solomonoff 

• PAC Learning: Valiant, Vapnik 

• Algorithmic Information Theory: Chaitin, Kolmogorov 

• Occam’s Razor, Minimum Description Length



Coinduction: A New Paradigm for ML

• Generative AI is all about modeling infinite data streams 

• Automata, Grammars, Markov processes, LLMs, diffusion models 

• Infinite data streams define non-well-founded sets 

• Final coalgebras generalize (greatest) fixed points  

• Reinforcement learning is an example of coinduction in a coalgebra 

• Causal inference is also usefully modeled in coalgebras 





Conductive Inference

• Based on non-well-founded sets 

• Uses the category-theoretic framework of universal coalgebras 

• Coinduction generalizes (greatest) fixed point analysis 

• Reinforcement learning: metric coinduction in stochastic coalgebras 







 RL algorithms can be explored for these stochastic coalgebras! 



Final Coalgebras
• In a category of coalgebras, where each object is X -> F(X), a final 

coalgebra is an isomorphism X ~ F(X) 

• Final coalgebra theorem (Aczel, Mendler): for a wide class of 
endofunctors, final coalgebras exist (weak pullbacks)  

• RL is essentially coinduction in a coalgebra 

Vπ = Rπ + γPπVπ = Tπ(V)



MDP Coalgebras

• Any MDP is defined as a tuple M = (S,A,R,P) 

• Given any action a, it induces a distribution on next states 

• Any fixed policy defines an induced Markov chain 

• Markov chains are coalgebras of the distribution functor D 

• αM
S : S →M 𝒟(S)



This paper can be 
extended to the RL 
setting



Non-well-founded sets
• Non-well-founded sets violate the ZFC+ axioms of set theory  

• In particular, the axiom of well-foundedness states that there cannot 
be any infinite membership chains 

• Many sets in computer science are not well-founded 

• Infinite data structures: lists, trees, recursion, stacks 

• Many AI problems involve non-well-founded sets 

• Common knowledge, causality with feedback, natural language



The Powerset Functor

• One of the simplest and most general coalgebras is from the 
powerset functor 

• X —> Pow(X) 

• X can be any (well-founded, non-well-founded) set



Labeled Transition Systems as Coalgebras

• Any automata (deterministic or stochastic) is a coalgebra 

• Set of states S 

• Transition relation  

• Here,  is the same as  

• Coalgebra of LTS defined by powerset functor L 

•

→S ⊆ S × A × S

s →a t (s, a, t) ∈ →S

αS : S → L(S), s ↦ {(a, s′ ) |s →a s′ }



Homomorphisms of Coalgebras

X

F(X)

Y

F(Y)

f

αX αY

F( f )

MDP homomorphisms are a special case of this framework



RL as Metric Coinduction

Contraction mapping convergence in MDPs 

is a special case of metric coinduction



Induction vs Coinduction

• Given the class of all (non)well-founded sets 

•  X —> F(X) is the powerset coalgebra 

•  F(X) —> X is the powerset algebra 

• The initial object in the category of algebras is well-founded sets  

• The final object in the category of coalgebras is non-well-founded 
sets 



Final Coalgebras
• A final object in a category is defined as one for which there is a 

unique morphism into it from any other object 

• In the category of coalgebras, the final object is called a final 
coalgebra 

• Example: in the coalgebra of finite state automata, the final coalgebra 
is the smallest automaton accepting a language 

• Example: in the coalgebra of MDPs, the final coalgebra is the 
smallest MDP that defines the optimal value function



Lambek’s Lemma





Occam's Razor Coalgebraically
• We can now define a coalgebraic version of Occam's Razor 

• Given any category of coalgebras, where there is a final coalgebra 

• Any other coalgebra must define a unique morphism into the final 
coalgebra 

• If this unique morphism is injective (or a monomorphism), the given 
coalgebra must be minimal 

• States of the final coalgebra define ``behaviors" (see Jacobs book)



Bisimulation for Imitation Games





Summary

• Coalgebras provide a fundamental framework for modeling 
generative AI 

• Each coalgebra is defined by a functor F: X —> F(X) 

• Coinduction is the principle of finding a final coalgebra  

• Reinforcement learning is the problem of finding final coalgebras in 
the category of MDP coalgebras


